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a b s t r a c t

The tourism industry has been integrated into the national strategic system in China. Thus, tourism
demand forecasting has become a concern for the sustainable development of the tourism industry.
Unfortunately, the sample size for tourism in China is always small and cannot satisfy the hypothesis
test of an economic model or the data volume for a traditional time series model. In this study, a
novel hybrid forecasting framework combining fuzzy time series (FTS) and an atom search optimization
(ASO) algorithm is proposed for inbound tourism demand forecasting; this forecasting framework is
particularly suitable for small sample sizes. Specifically, information optimization technology is applied
in the FTS to improve the recognition ability of the system and effectively identify small sample
information. The ASO algorithm is applied to search the optimal parameters of FTS that can further
improve forecasting performance. All comparison experiments and tests verify the effectiveness and
superiority of our proposed model, which provides excellent forecasting results for tourism demand
and a basis for policymakers and managers to plan appropriately for the tourism market.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Around the world, the development and promotion of tourism
has become a source of personal income and government rev-
enue [1]. In an increasingly competitive environment, it is impor-
tant for governments and businesses to embrace demand trends
in the tourism industry; this is fundamental to developing appro-
priate strategies for resources allocation and business investment
to guarantee sustainable development in tourism [2].

Forecasting tourist volume is becoming increasingly important
for predicting future economic development. However, due to the
complex and evolutionary nature of the tourism market, a tourist
demand series tends to be inherently noisy, conditionally non-
stationary, and in some cases, deterministically chaotic. Because
modeling dynamic, non-stationary demand series is challenging,
a system is needed that allows for more accurate forecasts with
less noise and complexity [3]. Current forecasting methods for
tourism demand can be divided into econometric models and
time series models.

Econometric models attempt to use related variables to ex-
plain and forecast the dependent variable based on economic
theory. Econometric models include static models such as tra-
ditional regression models [4], gravity models [5], linear almost
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ideal demand systems [6,7], and dynamic econometric models
such as vector autoregressive (VAR) models [8,9], time varying
parameter models [10], and error correction models [11].

Time series models are popular in recent research because
they are based only on historical tourism demand data [12]. Time
series models can be divided into linear and nonlinear models.
The most popular linear methods that have been successfully
applied in practical applications are the exponential smoothing
(ES) model [13,14] and autoregressive integrated moving aver-
ages (ARIMA) models [15,16]. In practice, linear models possess
an important advantage in easy implementation and interpre-
tation. However, when linear models perform poorly in both
in-sample fitting and out-of-sample forecasting, more complex
nonlinear models should be considered. Nonlinear time series
models study the nonlinear relationship between historical series
and predictive indicators such as artificial neural networks [17–
19] and support vector regression [20–22]. It is widely believed
that nonlinear methods are superior to linear methods for ef-
ficient and prudent decision-making when applied in modeling
economic behavior.

Additionally, there are several combined models proposed
to improve forecasting accuracy [23]. Robert R [24] combined
different time length forecasts for application in tourism de-
mand forecasting. John T. Coshall [25] combined volatility and
smoothing forecasts in UK tourism demand. Kuan-Yu Chen [26]
combined linear and nonlinear models for tourism demand fore-
casting. Haiyan Song [27] combined statistical and judgmental
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forecasts to forecast demand for Hong Kong tourism. It cannot be
denied that the combined forecasting models can achieve better
performance than individual models.

Econometric models always rely on economic theory. A re-
gression equation need to tests a series of hypotheses, which is
difficult to be fulfilled in actual applications. Time series models
always require sufficient historical data to explore the rules and
patterns in the data. Linear time series models have a poor
extrapolation effect and narrow forecasting scale; nonlinear time
series models are unstable, and highly dependent on data.

In practice, the sample size for tourism is always small, making
it difficult to test the hypothesis. Thus, a traditional time series
model may be not appropriate or accurate. Moreover, the data
usually contains uncertainty and fuzziness due to limitations of
resources and statistical techniques or inherent dataset charac-
teristics. If a traditional model is applied to explain the stability
and trend analysis of a time series, the model may incur causal
judgment deviation and forecasting error, or increase the error
between forecasting results and actual values.

Accordingly, fuzzy theory provides a powerful tool for uncer-
tainty and incomplete or limited data. Some scholars present the
concept of fuzzy time series by combining fuzzy theory and fuzzy
mathematics methods that have been applied in some fields for
time series forecasting [28]. Song and Chissom [29] proposed a
fuzzy time series model for forecasting university enrollment.
Yu [30] proposed weighted fuzzy time series models for Taiwan
Stock Index forecasting. Li et al. [31] applied fuzzy time series for
air quality forecasting with large fluctuations in the concentra-
tion of pollutants. Stefanakos [32] applied the fuzzy time series
method to forecast non-stationary wind and wave data. There
have been some advances to improve the accuracy of fuzzy time
series methods. Cheng et al. [33] added the adaptive expectation
model in fuzzy time series forecasting to improve forecasting
performance for the Taiwan Stock Index. Sadaei et al. [34] com-
bined fuzzy time series and a convolutional neural network to
control over-fitting phenomenon for short-term load forecasting.
Dincer [35] applied the fuzzy k-medoid clustering algorithm to
address the outliers and abnormal observations in a fuzzy time
series for air pollution forecasting.

In a fuzzy time series forecasting model, partitioning the in-
terval length and establishing the fuzzy logic relationship are
two main phases that can significantly affect forecasting perfor-
mance. Huang et al. [36] applied particle swarm optimization to
adjust the interval lengths in the fuzzy time series for forecasting
student enrollment. Yang et al. [37] applied a multi-objective
differential evolution algorithm to determine the interval lengths
to balance the accuracy and stability for wind speed forecasting.
Lu et al. [38] applied an interval information granules technique
to optimize the interval partition in a fuzzy time series. Chen
et al. [39,40] used particle swarm optimization techniques to
determine the optimal partitions of intervals used for the TAIEX,
NTD/USD exchange rates, and the forecasting of enrollment at the
University of Alabama. Cheng and Yang [41] applied a rule-based
algorithm rather than fuzzy logical relationships to establish fore-
cast rules in a fuzzy time series for stock price forecasting. Rubio
et al. [42] proposed a new weighted fuzzy-trend method to as-
sign weights in a fuzzy time series for forecasting stock market
indices. Sadaei et al. [43] used a seasonal auto-regressive fraction-
ally integrated moving average and particle swarm optimization
to establish the fuzzy logical relationship for seasonal time series
forecasting.

For the tourism demand time series, the sample size is al-
ways small. In some cases, the information is insufficient to
accurately understand the statistical rules of the samples. Thus,
information optimization technology including information dis-
tribution and information diffusion is applied using a fuzzy time

series method to discretely distribute and superpose the sam-
ple information to excavate the true structure of overall sample
information and as much useful information as possible to fur-
ther enhance the understanding of the sample. In most previous
studies, the parameters in a fuzzy time series are selected by
experience, which can significantly affect the model performance
in the forecasting progress. Thus, in our study the ASO algorithm
is applied to search the optimal parameters in the fuzzy time
series. Accordingly, the contributions of our study are as follows:

(1) A novel hybrid forecasting model focusing on small sam-
ple size for tourism demand forecasting is developed. The
sample size of most economic data for tourism is too small
to meet the requirements of traditional forecasting models
that use large data samples. Thus, in this study, a hybrid
forecasting method combined with a fuzzy time series
and an advanced optimization algorithm is proposed. It is
appropriate for small sample forecasting and can provide
excellent results for tourism demand forecasting.

(2) Information optimization technology including informa-
tion distribution and diffusion is applied in a fuzzy time
series method. Information distribution technology can al-
locate the information carried by sample points to fill in-
formation gaps in small sample sets. Accordingly, forecast-
ing accuracy can be improved. Normal information diffu-
sion can spread the information carried by sample points
to multiple monitoring points, which can both simplify
the operation and improve the recognition ability of the
system, improving forecasting accuracy.

(3) An advanced optimization algorithm, ASO, is used to
search the optimal parameters in the fuzzy time series
model. In a fuzzy time series, the main parameters are
the ambiguity, fuzzy intervals, and diffusion coefficient (h),
which are selected by experience in most research and play
a key role in the forecasting progress. The ASO algorithm
is applied to determine the optimal values of these pa-
rameters, which can significantly improve the forecasting
accuracy.

(4) Tourism demand is analyzed based on previous tourism
demand and out-of-sample forecasting obtained by the
optimal model. According to the comprehensive evaluation
indexes, tests, and forecasting effectiveness, the optimal
model for tourism demand is selected and applied to fore-
cast the annual number of inbound tourists from 2017
to 2020. Combined with historical data and forecasting
results, the development trend of tourism demand is ana-
lyzed. Trend analysis is a prerequisite for policymakers and
managers to enact plans and adopt measures to guarantee
the balance of the tourism market.

The rest of the paper is organized as follows: Section 2 presents
the clustering process for different provinces. Section 3 intro-
duces the framework of our forecasting model. Section 4 de-
scribes and compares the empirical results. Section 5 discusses
statistical tests, forecasting effectiveness, reproducibility, and uni-
versality of the proposed forecasting framework. In Section 6,
out-of-sample forecasting is conducted and analyzed by the fore-
casting model with the best performance. Conclusions are pre-
sented in Section 7. The structure of our forecasting framework
is illustrated in Fig. 1.

2. The clustering of province tourism based on fuzzy c-means
clustering algorithm

Due to the diversity of the resource endowment, economic
level, geographical location, cultural background, and infrastruc-
ture, the development of tourism in different provinces varies
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Fig. 1. Structure of our forecasting framework.

significantly. Therefore, to intuitively recognize the character-
istics of tourism demand development from the perspectives
of region distribution and economic development, the fuzzy c-
means clustering (FCM) algorithm is applied to classify all 31
provinces [44] (data for Hong Kong, Macao, and Taiwan cannot
be obtained).

The FCM algorithm is a flexible clustering algorithm that can
partition based on an objective function. It aims to maximize
the similarity between objects in the same class and minimize
the similarity between different clusters. The iteration center
can update the membership value corresponding to data points
according to a predefined number of clusters, making it easier to
achieve a global optimum [45]. FCM relies on the principle that

each data point belongs to several different clusters with different
membership values that range from [0, 1]. The specific calculating
process of FCM is shown in [46] and [47]. The pseudo code of FCM
is presented in Appendix 1.

The provinces are clustered into five categories based on FCM
and the average number of inbound tourists in 2016 for each
category is calculated, as presented in Table 1.

The comprehensive development of China’s tourism shows
obvious spatial regularity in geographical distribution. Generally,
the comprehensive development of tourism is higher in eastern
coastal regions than in central and western regions.

The eastern coastal regions are mainly concentrated in the first
three categories and are tourism destinations. The fourth category
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is mainly the central region and part of the western region. The
fifth category is mainly the western region and a few regions
with less tourism development. The visual clustering results are
presented in Fig. 2.

Although Hebei and Tianjin are located in North China near
Beijing, the level of tourism development is relatively low, due
to the lack of characteristic tourism resources and the impact of
Beijing’s tourism status. Although Liaoning, Jilin, and Heilongjiang
are located in the northeastern region, Liaoning is far superior
to Heilongjiang and Jilin in terms of tourism development. The
main advantage is that Liaoning is located along the coast. The
‘Coastal Avenue’, including Dalian, Dandong, and Jinzhou, has
greatly promoted the development of tourism in Liaoning.

Tourism is also an industry with strong dependence on re-
gional economic patterns. The economic patterns correspond to
tourism development in the provinces with traditionally strong
tourism on the eastern coast, the provinces with high tourism
development in the central region, and the provinces with low
tourism development in the western and marginal regions. There
is an obvious ‘polarization phenomenon’; the difference in tourism
and economic development between developed coastal areas and
western and remote provinces has widened.

3. Introduction of the methods

In practice, the data is insufficient and not always easily acces-
sible. To address the small sample time series and avoid model
causality deviation and forecasting error caused by traditional
models, a forecasting system based on fuzzy time series (FTS) and
the atom search optimization (ASO) algorithm is proposed in our
study to forecast the number of annual inbound tourists.

In the fuzzy time series, fuzzy information optimization tech-
nology is applied to excavate useful information from the time
series and improve the system identifiable accuracy and the fore-
casting accuracy [48]. The core of fuzzy information optimization
technology is information distribution and diffusion.

3.1. Background of the forecasting framework

In this section, the background of the basic methods applied
in forecasting framework are introduced.

3.1.1. Fuzzy time series based on information distribution and diffu-
sion

Set time series Y (t) = {y(1), y(2), . . . , y(n)}. U is the domain
of discourse,

{
Uj, j = 1, 2, . . . , l,

}
is the equidistant sequence

segmentation set of U. The membership function is µ (y(t), u).
Thus, the fuzzy set of y(t) on U is {µ1(y(t)), µ2(y(t)), . . . ,

µl(y(t))}, 0 ≤ µj ≤ 1, j = 1, 2, . . . , l, which is defined as
{F (t)}, The set of F (t) is the fuzzy time series distributing on Y (t),
simplified as F (t) = (µ1, µ2, . . . µl).

• Information distribution
Information distribution is a mathematical processing method

extending from the processing of small sample data that con-
tain incomplete information such that the statistical rules of the
sample are insufficient to provide accurate understanding. The
information distribution method fuzzifies the explicit boundary
of the traditional histogram method in the process of analyzing
small sample probability events to make the fuzzy transition
information useable.

Set time series Y (t) = {y(1), y(2), . . . , y(n)}. V =
{
Vj, j = 1, 2,

. . . , l} is the median of the U =
{
Uj, j = 1, 2, . . . , l

}
. For y ∈ Y ,

v ∈ V , ∆ =
⏐⏐Vj − Vj−1

⏐⏐ then
µ(y, v) =

{
1 −

|y−v|

∆
|y − v| ≤ ∆

0 |y − v| ≥ ∆
(1)

µ is the linear information allocation [49], ∆ is the ambigu-
ity [50].

Regarding the linear information allocation as the membership
function, every observation value yi corresponds to a fuzzy set
{F (i)} generated based on the membership function and Eq. (1).
The set of F (i) is the fuzzy time series generated by the informa-
tion distribution. Accordingly, a time series is transformed into a
fuzzy time series.

• Information diffusion
Information diffusion is based on the membership function,

and the normal diffusion function is a common and accurate
function among several information diffusion functions [51]. The
normal information diffusion method can divide the information
carried by a sample point, to create more sample points, to
fill information gaps in the small sample data and improve the
accuracy of time series forecasting.

Set time series Y (t) = {y(1), y(2), . . . , y(n)}. uj is the monitor-
ing point of the normal information diffusion function, and the set
of uj is the monitoring space recorded as U =

{
u1, u2, . . . , uj, . . . ,

ul}. As for y ∈ Y , u ∈ U ,

µ (y, u) =
1

h
√
2π

exp
[
−

(u − y)2

2h2

]
(2)

µ (y, u) is the normal information diffusion function [49], h
is the window-width, also known as the information diffusion
coefficient.

Regarding the normal information diffusion function as the
membership function, every observation value yi corresponds to
a fuzzy set {F (i)} generated based on the membership function
and Eq. (2). The set of F (i) is the fuzzy time series generated by
information diffusion. Accordingly, a time series is transformed
into a fuzzy time series.

Based on the information distribution and diffusion, the fuzzy
set on input set (X) and output set (Y ) can be obtained. Set
U×U ′

=
{
(Uj,U ′

m), j = 1, 2, . . . , l,m = 1, 2, . . . , l′
}
, U and U ′ are

the domain of discourse of the input set and output set, respec-
tively. The information of (X, Y )can be distributed or diffused on
(U,U ′)according to Eq. (1) and Eq. (2). Thus, the information of
(x, y)falls to (Uj,U ′

m) and can be expressed as
Information distribution:

qjm =

{
µj(x, uj) × µ(y, u′

m)
⏐⏐uj − x

⏐⏐ ≤ ∆x and
⏐⏐u′

m − y
⏐⏐ ≤ ∆y

0 others

(3)

Information diffusion:

qjm = µj(x, uj) × µ(y, u′

m) (4)

qjm is the distribution or diffusion information of one sample
observation. The total information of all observations can be
calculated as

Qjm =

m∑
i=1

qjm (5)

Then, the fuzzy information matrix is as follows:

Q =

u′

1 u′

2 · · · u′

l′
u1
u2
...

ul

⎧⎪⎪⎨⎪⎪⎩
Q11 Q12 · · · Q1l′

Q21 Q22 · · · Q2l′

...
...

. . .
...

Ql1 Ql2 · · · Qll′

⎫⎪⎪⎬⎪⎪⎭ (6)

The fuzzy information matrix can be transformed into a fuzzy
relationship matrix as

R = rjml×l′ =
Qjm

pm l×l′
(7)
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Fig. 2. Visual region division and clustering results of China.

Table 1
Clustering results of the 31 provinces and the average value of each category.
Province Category Mean Region Province Category Mean Region

Guangdong Category I 3507.21 South China Liaoning Category III

459.374

Northeast

Beijing Category II

490.58

North China Fujian Category III East China
Shanghai Category II East China Shandong Category III East China
Jiangsu Category II East China Guangxi Category III south China
Zhejiang Category II East China Yunnan Category III Southwest

Inner Mongolia Category IV

230.805

North Tianjin Category V

58.91

North China
Heilongjiang Category IV Northeast Hebei Category V North China
Anhui Category IV East China Shanxi Category V North China
Jiangxi Category IV East China Jilin Category V Northeast
Henan Category IV Central China Hainan Category V south China
Hubei Category IV Central China Guizhou Category V Southwest
Hunan Category IV Central China Xizang Category V Southwest
Chongqing Category IV Southwest Gansu Category V Northwest
Sichuan Category IV Southwest Qinghai Category V Northwest
Shaanxi Category IV Northwest Ningxia Category V Northwest

Xinjiang Category V Northwest

Table 2
Annual number of inbound tourists in different regions (in millions).
Year Beijing Guangzhou Nation Year Beijing Guangzhou Nation

1997 2.2984 7.3916 57.5879 2007 4.3548 24.6087 131.8733
1998 2.2009 7.8865 63.4784 2008 3.7904 25.6797 130.0274
1999 2.5239 8.7602 72.7956 2009 4.1251 27.4780 126.4759
2000 2.8209 11.9894 83.4439 2010 4.9007 31.4093 133.7622
2001 2.8579 12.9238 89.0129 2011 5.2040 33.3163 135.4235
2002 3.1038 15.2588 97.9083 2012 5.0086 34.8943 132.4053
2003 1.8512 11.9696 91.6621 2013 4.5013 33.9790 129.0778
2004 3.1550 15.6365 109.0382 2014 4.2745 33.5543 128.4983
2005 3.6292 18.9699 120.2923 2015 4.1996 34.5035 133.8204
2006 3.9029 20.8971 124.9421 2016 4.1653 35.0721 138.4438

Table 3
Evaluation index equations.
Metric Definition Equation

MAE Mean absolute error of forecasting results MAE =
1
N

N∑
i=1

⏐⏐yi − ŷi
⏐⏐

RMSE Root mean square value of the errors RMSE =

√ 1
N

×

N∑
i=1

(
yi − ŷi

)2
MAPE Average of absolute percentage error MAPE =

1
N

N∑
i=1

⏐⏐⏐⏐ yi − ŷi
yi

⏐⏐⏐⏐ × 100%

TIC Theil inequality coefficient of forecasting results TIC =

√ 1
N

N∑
i=1

(yi − ŷi)2/

⎛⎝
√ 1

N
×

N∑
i=1

y2i +

√ 1
N

×

N∑
i=1

ŷ2i

⎞⎠
VAR Variance of the forecasting error Var = E (e − E (e))2
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pm = max
1≤j≤l

Qjm, m = 1, 2, . . . , l′ (8)

According to the fuzzy approximate reasoning theory, the
fuzzy time series forecasting model can be established as

µU ′ (u′

m) = µU (uj) ◦ R (9)

In this equation, the operation ‘◦’ is selected as ‘∨ − ∗’, and
can be expressed as

µU ′ (u′

m) =
l

max
j=1

µU (uj) ∗ rjm (10)

The final forecasting results can be obtained by the fuzzy
set-gravity method.

F (n) =

∑l′
m=1 µU ′ (u′

m) × u′
m∑l′

m=1 µU ′ (u′
m)

(11)

3.1.2. Atom search optimization algorithm
The atom search optimization algorithm was a novel physics-

inspired meta-heuristic optimization algorithm based on atom
dynamics proposed by Zhao [52].

ASO starts the optimization by generating a set of random
solutions. The atoms update their positions and velocities in
each iteration, and the position of the best atom found is also
updated in each iteration. In addition, the acceleration of atoms
comes from two forces. One is the interaction force caused by the
Lennard-Jones potential, which is the vector sum of the attraction
and repulsion exerted by other atoms. The other is the constraint
force caused by the bond-length potential, which is the weighted
position difference between each atom and the best atom. All
updating and calculations are performed interactively until the
stop criterion is satisfied. Finally, the position and the fitness
value of the best atom are returned as an approximation of the
global optimum. The specific process is presented in [53].

3.2. Contribution of the forecasting framework

For the macroeconomic data, the number of samples is al-
ways small. Unfortunately, most of the traditional econometric
time series models require a specific probability distribution or
restrictive assumptions. However, it is difficult to find an accurate
probability distribution between series or find agreement under
various assumptions with small sample data.

Therefore, a hybrid forecasting system is proposed that com-
bines the ASO algorithm and the fuzzy time series based on
fuzzy information optimization technology. In our forecasting
system, the fuzzy time series is the main forecasting method, and
fuzzy information optimization technology is applied to discretely
distribute and superpose the sample information, which does
not need a set probability distribution or restrictive assumptions.
In this method, the raw information matrix of sample data is
used to excavate the true structure of overall sample information,
which can enhance the understanding of the sample. In the fuzzy
information optimization process, the linear (L) information dis-
tribution and normal (N) information diffusion are indicated as
LFTS and NFTS, respectively, and applied to establish the fuzzy
time series forecasting model. The ASO algorithm is applied to
optimize the parameters in the fuzzy time series method, and can
significantly improve forecasting performance.

4. Empirical study

To verify the effectiveness and applicability of our proposed
forecasting method, experiments and comparisons are presented
in this section, including data description, evaluation criteria,
parameter setting, experimental results, and analysis.

Table 4
Parameters setting in the Atom Search Optimization.
Parameters Value

Number of atom population 100
Maximum of iterations. 100
Depth weight 50
Multiplier weight 0.2
Dimension of NFTS 4
Dimension of LFTS 2

4.1. Typical city selection and data analysis

As a vital constituent of the three major tourism markets
(domestic tourism, inbound tourism, and outbound tourism), in-
bound tourism is an important index to measure the compre-
hensive development of tourism in a country or region. Inbound
tourism can effectively earn foreign exchange, increase tourism
income, and solve employment problems. According to the clus-
ter analysis in Section 2, the top two classes for average number
of tourists are selected as the analysis object.

In these two classes, the annual number of inbound tourists
from 1997 to 2016 in Beijing and Guangdong are used for empiri-
cal study; the data is presented in Table 2. The number of inbound
tourists in Guangzhou and Beijing in 2016 was 35.07 million and
4.17 million, respectively, as shown in Fig. 3. The annual number
of national inbound tourists has the maximum absolute growth
rate, but Guangzhou has the fastest average growth rate with
8.54% from 1997 to 2016. Beijing has the lowest growth rate
among the three regions with 3.18%, and the national average
growth rate is 4.72%. The tourism in Guangzhou has experienced
great development since 1997. In our experiments, the data from
1997 to 2011 is used for training; data from 2012 to 2016 is used
for testing.

4.2. Evaluation criteria

To compare the forecasting performance of different models
and validate the efficiency of our proposed forecasting model,
error evaluation criteria is considered in the experiments. No
single index can fully measure the forecasting performance of all
models. Therefore, a relative comprehensive evaluation system
including various indexes is used in our study, including mean
absolute error (MAE), root mean square error (RMSE), mean ab-
solute percentage error (MAPE), Theil inequality coefficient (TIC),
and forecasting error variance (VAR). The MAE, RMSE, MAPE,
and TIC are calculated on the basis of the forecasting error and
actual value to assess the forecasting accuracy of multiple points.
Because forecasting error can be positive or negative, the MAE
mitigates the inability of absolute error to reflect the error level
through absolute value of the forecasting error. The RMSE is
sensitive to outliers and can evaluate the forecasting accuracy
efficiently. The VAR is applied to evaluate the model stability.
Equations for these indexes are presented in Table 3.

4.3. Parameter setting

In our forecasting system, the main forecasting method is
the fuzzy time series based on linear information distribution
and normal information diffusion technology. ASO is applied to
optimize the parameters in the fuzzy time series and diffusion
function.

For the ASO, the parameters are set according to several ex-
periments and literature [52,53]. Parameter values are presented
in Table 4. Once the parameters are determined, the optimization
process for the main forecasting system can be conducted.
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Fig. 3. Annual number of inbound tourists in three regions.

For the fuzzy time series, the main parameters affecting fore-
casting accuracy are the ambiguity and fuzzy interval. In the
literature, the partition methods are varied. In our study, ASO is
applied to search the optimal ambiguity and fuzzy interval in both
LFTS and NFTS. The ambiguity and the number of fuzzy intervals
obtained by ASO in the three time series are presented in Table 5.

For the normal diffusion function, the main parameter is the
diffusion coefficient (h). The diffusion coefficient is a critical pa-
rameter for estimating information diffusion, and has a decisive
effect on the calculation results. If it is too small, the result will
be unstable; if it is too large, the resolution of the results will
be too low. Thus, under the constraint of a limited number of
samples, it is desirable to find the proper diffusion coefficient to
achieve a balance between stability and resolution. The methods
to determine the diffusion coefficient use the closest principle and
the minimum mean square error of integration (MISE) principle
(C-NFTS and M-NFTS).

• Closest principle:

h =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0.8164 × (max − min)n = 5
0.5690 × (max − min)n = 6
0.4560 × (max − min)n = 7
0.3860 × (max − min)n = 8
0.3362 × (max − min)n = 9
0.2986 × (max − min)n = 10
2.6851 × (max − min)/(n − 1)n ≥ 11

(12)

Table 5
Optimization results of the parameters in fuzzy time series.
Cities Variable ASO-NFTS ASO-LFTS

Beijing
Ambiguity 0.4790 0.4790
N-fuzzy interval 7 8
diffusion coefficient (hin/hout ) 0.1000/0.2972 /

Guangdong
Ambiguity 3.0756 5.5361
N-fuzzy interval 9 8
diffusion coefficient (hin/hout ) 1.0034/1.4108 /

Nation
Ambiguity 8.9840 16.1712
N-fuzzy interval 12 6
diffusion coefficient (hin/hout ) 10.1211/18.3975 /

where max = maxni=1 yi, min = minn
i=1 yi, n is the number of the

sample.

• MISE principle:

h = 1.059σn−0.2 (13)

σ is the standard deviation of sample observations, and n is the
number of the sample.

In our study, ASO is applied to search the optimal diffusion
coefficient.

Accordingly, the optimization results of the ambiguity, fuzzy
intervals, and information diffusion coefficient are presented in
Table 5.
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Fig. 4. Forecasting results of the annual number of inbound tourists by ASO-NFTS.

4.4. Experimental results

After the forecasting system is established, the annual inbound
tourist data for Beijing and Guangdong from 1997 to 2011 are
used to train the system and the data from 2012 to 2016 are used
to test the performance of the system.

Based on Table 5, the fuzzy information matrix can be obtained
using Eq. (5) and Eq. (6). For Guangdong, the fuzzy information
matrixes of ASO-NFTS are calculated as given in Box I.

According to Eq. (7), the fuzzy relationship matrix can be
calculated as given in Box II.

Based on the fuzzy approximate reasoning theory and the
fuzzy gravity theory, the forecasting results can be calculated
using Eq. (11), and are presented in Fig. 4.

4.5. Model comparison

To evaluate the effectiveness of our proposed forecasting sys-
tem, the basic fuzzy time series (LFTS, C-NFTS, and M-NFTS) and
other traditional small sample forecasting models (GM, ARIMA (p,
d, q), and SVM) are compared. The parameters in GM and SVM
adopt the default setting while the autoregressive term (p), mov-
ing average number (q), and difference times (d) in ARIMA are
set based on the Akaike information criterion (AIC). To validate
the universal adaptability of our proposed forecasting, three time
series (Beijing, Guangzhou, and Nation) for the annual number of
inbound tourists are used for experiments.

To compare the forecasting accuracy of these methods, MAE,
RMSE, and MAPE are used to calculate the forecasting accu-
racy. The results are listed in Table 6. For Beijing, the MAPE is

6.78, 7.86, 13.24, 13.09, 14.11, 17.32, 11.81, and 29.90 for ASO-
NFTS, ASO-LFTS, C-NFTS, M-NFTS, LFTS, ARIMA, GM, and SVM,
respectively. It is observed that the forecasting accuracy of our
proposed optimized FTS forecasting system (ASO-NFTS and ASO-
LFTS) is significantly higher than the basic fuzzy time series and
traditional small sample forecasting models. The MAPE of the
SVM model in forecasting the annual number of national in-
bound tourists indicates slightly higher accuracy than ASO-LFTS.
However, the MAPE of the proposed ASO-LFTS indicates much
higher accuracy than SVM for Beijing and Guangzhou. Thus, the
performance of the proposed forecasting system is superior to the
other methods.

Comparing the information distribution and information dif-
fusion technology in the fuzzy time series, the performance of
the ASO-NFTS system demonstrates higher forecasting accuracy
than the ASO-LFTS system, especially for Guangzhou. Thus, for the
optimized model, information diffusion produces better results
than information distribution.

To evaluate the stability of our proposed forecasting system,
the percentage error of each point in the testing sets is calculated
and the variance of the forecasting error is analyzed. The variance
of the forecasting error of the different models is presented in
Table 6 and the percentage error is list in Table 7. The minimum
percentage error of our proposed forecasting system and other
models is 0.11%, 0.14%, 6.80%, 6.16%, 7.83%, 2.20%, 0.41%, and
0.52%, and the maximum percentage error is 11.26%, 19.46%,
25.31%, 21.57%, 22.65%, 25.06%, 20.64%, and 51.63%, for ASO-NFTS,
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.1020 0.1169 0.0115 0.0002 0 0 0 0 0
0.0022 0.1014 0.2123 0.0320 0.0001 0 0 0 0
0.0109 0.1122 0.0241 0.0832 0.0267 0.0001 0 0 0
0.0002 0.0017 0.0003 0.0163 0.0802 0.0070 0.0004 0 0
0 0 0 0.0013 0.0147 0.1047 0.0156 0 0
0 0 0 0 0.0008 0.0708 0.0959 0.0057 0.0003
0 0 0 0 0 0.0037 0.0296 0.0921 0.0360
0 0 0 0 0 0 0 0.0103 0.0714
0 0 0 0 0 0 0 0.0015 0.0118

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Box I.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0.0541 0.0030 0 0 0 0 0
0.0214 0.8674 1 0.3849 0.0012 0 0 0 0
0.1066 0.9602 0.1136 1 0.3335 0.0008 0 0 0
0.0017 0.0149 0.0013 0.1962 1 0.0669 0.0041 0 0

0 0 0 0.0162 0.1831 1 0.1623 0.0002 0
0 0 0 0 0.0096 0.6768 1 0.0618 0.0035
0 0 0 0 0.0002 0.0350 0.3090 1 0.5050
0 0 0 0 0 0 0.0004 0.1120 1
0 0 0 0 0 0 0 0.0167 0.1653

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Box II.

Table 6
Comparison of results of the forecasting models.

Criteria Optimized FTS Basic FTS Traditional small sample models

ASO-NFTS ASO-LFTS C-NFTS M-NFTS LFTS ARIMA(1,1,2) GM SVM

Beijing

MAE 0.2938 0.3654 0.5998 0.5958 0.6448 0.7651 0.5168 1.2739
RMSE 0.3369 0.4796 0.6483 0.6595 0.7316 0.8004 0.5908 1.4693
MAPE (%) 6.7750 7.8643 13.2445 13.0927 14.1092 17.3243 11.8054 29.8992
TIC 0.0378 0.0549 0.0784 0.0797 0.0889 0.0829 0.0647 0.1456
VAR 0.1413 0.2645 0.0757 0.1000 0.1492 0.0691 0.3520 0.9316

Guangzhou

MAE 1.1487 3.0186 4.0738 5.1292 4.5734 6.6069 3.3733 4.3622
RMSE 1.2804 3.1516 4.1129 5.1603 4.6353 6.9973 3.8980 4.9140
MAPE (%) 3.3130 8.7564 11.8183 14.8870 13.2774 19.2420 9.7379 12.7196
TIC 0.0189 0.0479 0.0635 0.0810 0.0722 0.0927 0.0551 0.0672
VAR 0.3998 1.0263 0.3998 0.3998 0.7134 6.6396 14.9918 7.1763

Nation

MAE 2.9342 4.2596 12.0142 14.3286 12.5255 4.1525 8.1141 3.8408
RMSE 3.5342 5.5407 12.5618 14.7363 13.0192 4.2702 9.1032 4.3707
MAPE (%) 2.1912 3.1503 9.0032 10.7592 9.3922 3.1441 6.1215 2.8888
TIC 0.0134 0.0212 0.0497 0.0588 0.0516 0.0160 0.0333 0.0166
VAR 14.6225 21.2289 16.8211 14.8123 15.7634 20.4015 25.6789 22.6797

Table 7
Percentage error of the testing set generated by different methods for three datasets.

Testing
year

Optimized FTS Basic FTS Traditional small sample models

ASO-NFTS ASO-LFTS C-NFTS M-NFTS LFTS ARIMA(1,1,2) GM SVM

Beijing

2012 1.408% 19.458% 25.306% 21.569% 22.645% 12.315% 12.835% 4.240%
2013 9.704% 6.178% 16.888% 12.820% 13.927% 25.057% 0.459% 13.901%
2014 11.262% 2.372% 11.229% 11.124% 10.121% 21.994% 9.575% 38.824%
2015 3.072% 5.206% 9.645% 10.064% 9.452% 15.731% 15.520% 51.632%
2016 8.429% 6.107% 7.476% 10.646% 9.319% 11.524% 20.639% 40.899%

Guangzhou

2012 4.707% 7.004% 12.911% 13.089% 16.114% 6.661% 10.229% 0.516%
2013 2.140% 10.312% 15.607% 10.748% 13.854% 17.765% 1.151% 11.237%
2014 0.901% 6.421% 10.139% 9.619% 12.764% 24.247% 7.331% 17.471%
2015 3.627% 6.996% 12.143% 12.105% 15.164% 23.625% 11.919% 18.531%
2016 5.190% 13.049% 15.586% 13.530% 16.539% 23.913% 18.059% 15.844%

Nation

2012 0.111% 4.186% 9.554% 8.928% 10.147% 3.395% 0.414% 4.371%
2013 2.266% 0.137% 7.222% 6.580% 7.831% 4.537% 5.339% 0.598%
2014 1.701% 1.082% 6.804% 6.159% 9.067% 2.715% 9.115% 4.096%
2015 2.361% 2.929% 9.882% 10.449% 12.684% 2.198% 8.044% 1.413%
2016 4.518% 7.417% 13.499% 12.900% 14.067% 2.876% 7.694% 3.966%
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ASO-LFTS, C-NFTS, M-NFTS, LFTS, ARIMA, GM, and SVM, respec-
tively. For both the minimum and maximum percentage error, the
proposed forecasting system demonstrates better performance
than the other models. The minimum percentage error of GM
and SVM are relatively small, but the maximum is large, which
indicates the instability of these models. Overall, fuzzy time series
forecasting models are more stable than traditional forecasting
models.

Remarks: For forecasting accuracy and stability, our proposed
optimized fuzzy time series forecasting models are generally
superior to other models. Of the two optimized models, ASO-
NFTS (information diffusion) demonstrates better performance
than ASO-LFTS (information distribution).

5. Discussion

In this section, three parts are discussed. A no-parameters test
is used to determine if there is a significant statistical difference
between the models. The forecasting effectiveness is verified.
The reproducibility and universality of the proposed forecast-
ing framework is verified through repeated and supplementary
experiments.

5.1. Mann–Whitney U test

The Mann–Whitney U test, also known as the Mann–Whitney
rank-sum test or the Mann–Whitney–Wilcoxon (MWW) test, was
proposed by H. B. Mann and D. R. Whitney in 1947 [54]. This
test determines whether there is a significant difference between
the mean values of two populations. The MWW test explicitly
considers the ranks of each measured value in each sample, and
uses more information than the Symbolic Test [55].

Assumption 1. All observations from both groups are indepen-
dent of each other.

Assumption 2. The responses are ordinal (i.e., one can say which
is the greater of any two observations).

Assumption 3. Under the null hypothesis H0, the distributions of
both populations are equal.

Assumption 4. The alternative hypothesis H1 is that the distribu-
tions are not equal.

The specific steps of the test method are as follows:
Step 1: Mix the two sets of sample data and rank them in

ascending order. The smallest data level is 1, the second smallest
is 2, etc. (if there is equality in the mixed data, the same data
should have the same level value and use the average value;

Step 2: Calculate the rank sum of two samples, R1and R2;
Step 3: Set n1 = the sample size for sample 1, n2 = the sample

size for sample 2.

U1 = R1 − n1 × (n1 + 1)/2
U2 = R2 − n2 × (n2 + 1)/2 (14)

U1 + U2 = R1 + R2 − (n1 × (n1 + 1) + n2 × (n2 + 1))/2 (15)

Knowing thatR1 + R2 = N (N + 1) /2 andN = n1 + n2, we find
that the sum of U1 + U2 = n1 × n2;

Step 4: The smaller value of U1 and U2 is the one used to
compare with critical valueUα . WhenU < Uα , the null hypothesis
H0 is rejected, indicating that the distributions of the two sam-
ples are not equal and there are significant differences between
them.

Table 8
Mann–Whitney U test results.
ASO-NFTS
vs.

Beijing Guangzhou Nation

One tail Two tails One tail Two tails One tail Two tails

ASO-LFTS 0.34524 0.69048 0.00397 0.00794∗∗∗ 0.15476 0.30952
C-NFTS 0.02778 0.05556∗ 0.00397 0.00794∗∗∗ 0.00397 0.00794∗∗∗

M-NFTS 0.02778 0.05556∗ 0.00397 0.00794∗∗∗ 0.00397 0.00794∗∗∗

LFTS 0.02778 0.05556∗ 0.00397 0.00794∗∗∗ 0.00397 0.00794∗∗∗

ARIMA 0.00397 0.00794∗∗∗ 0.00397 0.00794∗∗∗ 0.15476 0.30952
GM 0.21032 0.42063 0.11111 0.22222 0.02778 0.05556∗

SVM 0.04762 0.09524∗ 0.00397 0.00794∗∗∗ 0.50000 1.00000

ASO-LFTS
vs.

Beijing Guangzhou Nation

One tail Two tails One tail Two tails One tail Two tails

ASO-NFTS 0.34524 0.69048 0.00397 0.00794∗∗∗ 0.15476 0.30952
C-NFTS 0.04762 0.09524∗ 0.04762 0.09524∗ 0.01587 0.03175∗∗

M-NFTS 0.04762 0.09524∗ 0.07540 0.15079 0.01587 0.03175∗∗

LFTS 0.04762 0.09524∗ 0.00794 0.01587∗∗ 0.00794 0.01587∗∗

ARIMA 0.00397 0.00794∗∗∗ 0.00397 0.00794∗∗∗ 0.07540 0.15079
GM 0.15476 0.30952 0.04762 0.09524∗ 0.01587 0.03175∗∗

SVM 0.02778 0.05556∗ 0.00397 0.00794∗∗∗ 0.27381 0.54762

Table 9
Forecasting effectiveness of different models.
MODELS Beijing Guangzhou Nation

1st-order 2nd-order 1st-order 2nd-order 1st-Order 2nd-order

ASO-NFTS 0.93225 0.89216 0.96687 0.94960 0.97809 0.96261
ASO-LFTS 0.92136 0.85997 0.91244 0.88644 0.96850 0.94081
C-NFTS 0.85891 0.79737 0.86723 0.84688 0.90608 0.88188
M-NFTS 0.86756 0.82621 0.88182 0.86745 0.90997 0.88454
LFTS 0.86907 0.81986 0.85113 0.83775 0.89241 0.86946
ARIMA 0.82676 0.77735 0.80758 0.74680 0.96856 0.95996
GM 0.88195 0.81556 0.90262 0.84666 0.93878 0.90616
SVM 0.70101 0.56136 0.87280 0.80848 0.97111 0.95413

The test results of our proposed forecasting methods and
other models are presented in Table 8. The values in Table 8
are the p value with one tail and two tails of the MWW test
between each pair of models. It is observed that the differ-
ence between ASO-NFTS and ASO-LFTS is not significant in most
cases. In a few experiments, the difference between our proposed
forecasting system and the traditional small sample forecast-
ing models is verified to be not significant, but in most cases,
the differences are great. Thus, based on the experimental re-
sults, our proposed model can significantly improve forecasting
performance compared with traditional models.

5.2. Forecasting effectiveness

Forecasting effectiveness (FE) is applied to compare the degree
of forecasting validity for different models. This indicator is based
on the mean squared deviation of the forecasting accuracy and
the sum of the squared errors [56]. The 1st-order FE is based
on the expected value of the forecasting accuracy sequence, and
the 2nd-order FE is based on the difference between its ex-
pected value and standard deviation. A higher FE indicates better
performance.

The calculation results of the 1st- and 2nd-order forecasting
effectiveness are listed in Table 9. The ASO-NFTS forecasting
method demonstrates the highest forecasting effectiveness in
both 1st-order and 2nd-order conditions for all three cases. The
1st-order forecasting effectiveness is 0.932, 0.967, and 0.978,
and the 2nd-order forecasting effectiveness is 0892, 0950, and
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Table 10
Statistical indicators of the 30 experimental results.
City Criteria Mean Max Min Median Std.

Beijing

MAE 0.3162 0.3684 0.2364 0.3089 0.0410
RMSE 0.3729 0.4262 0.2777 0.3695 0.0448
MAPE (%) 7.2226 8.3891 5.4290 7.0290 0.9065
TIC 0.0420 0.0471 0.0312 0.0424 0.0048
VAR 0.1448 0.2022 0.0630 0.1482 0.0487

City Criteria Mean Max Min Median Std.

Guangzhou

MAE 1.1806 1.2682 1.0883 1.1849 0.0391
RMSE 1.3092 1.3886 1.2265 1.3129 0.0352
MAPE (%) 3.4058 3.6605 3.1374 3.4180 0.1137
TIC 0.0194 0.0206 0.0181 0.0194 0.0005
VAR 0.3998 0.3998 0.3998 0.3998 0.0000

City Criteria Mean Max Min Median Std.

Nation

MAE 3.1576 3.9602 2.8511 3.0473 0.2892
RMSE 3.7825 4.5491 3.3858 3.5936 0.4055
MAPE (%) 2.3616 3.0232 2.1275 2.2886 0.2283
TIC 0.0143 0.0174 0.0128 0.0136 0.0016
VAR 14.6122 15.7459 13.8615 14.3622 0.6711

0.963 for the forecasting results of the annual number of Bei-
jing, Guangzhou, and national inbound tourists, respectively. For
the forecasting results for annual number of national inbound
tourists, the forecasting effectiveness obtained by SVM is higher
than ASO-LFTS, but lower in the other cases. Among the three
cases, the forecasting results for annual number of national in-
bound tourists indicate the highest effectiveness for all
methods.

5.3. Reproducibility and universality of proposed forecasting frame-
work

To verify the reproducibility and universality of the proposed
forecasting framework, some repeated experiments and supple-
mentary experiments are conducted.

The earlier experiments are repeated 30 times to observe the
variety of the forecasting results. The statistical indicators of the
30 experimental results are presented in Table 10. The maxi-
mum MAPE is 8.3891%, 3.6605%, and 3.0232%, and the minimum
MAPE is 5.4290%, 3.1374%, and 2.1275, in the 30 experiments
for Beijing, Guangzhou, and Nation, respectively. All results are
superior compared to the small sample forecasting models pre-
sented in Section 4.5. The mean and median values are close,
which indicates that the distribution of results is approximately
symmetrical. The standard deviation of the results indicates the
high stability of the proposed forecasting framework. The re-
peated experiments verified that our forecasting framework is
reproducible and the experimental results are stable.

To verify that the universality of the proposed forecasting
framework is greater than classical small sample forecasting
models, we selected eight additional tourism demand time series
for comparison. The performance of the proposed forecasting is
superior to the compared models in all indicators and datasets,
as shown in Table 11. It is also observed that the compared
small sample forecasting models are not stable, and in some
cases the evaluation criteria are abnormal. The supplementary
experiments show that our proposed forecasting framework is
reproducible, stable, and applicable to different small sample time
series.

Remarks: The performance of our proposed forecasting frame-
work is superior to the other models in forecasting accuracy,
stability, and effectiveness. Moreover, the repeated experiments
and supplementary experiments have verified the reproducibility
and universality of the proposed forecasting framework.

6. Out-of-sample forecasting and discussion

The experiments and tests indicate that our proposed ASO-
NFTS model can achieve higher accuracy and more stable fore-
casting results than other models for annual number of inbound
tourists. The lower part of Fig. 4 illustrates the actual and fore-
casted values of ASO-NFTS. It is observed that the scatter is close
to the diagonal. Thus, in this section, ASO-NFTS is applied to make
out-of-sample forecasting for Beijing, Guangdong, and national
annual number of inbound tourists from 2017 to 2020. The fitting
value of the training set, the forecasting value of the testing
set, and the out-of-sample forecasting value are presented in
Fig. 4.

China’s tourism industry started somewhat later than some
developed countries. Before 1949, China’s economy was
depressed, tourism development was essentially stagnant, and
the tourism industry did not exist. Since the reform and opening
the borders, with the sustained development of China’s econ-
omy and increased personal income, the number of tourists
and tourism income continue to grow rapidly. The tourism in-
dustry has become an important part of the national economy
and one of the fastest growing areas of residents’ consump-
tion. According to the China Tourism Statistics Bulletin issued
by the State Tourism Administration, from 2006 to 2015 do-
mestic tourism revenue showed a steady growth trend. China’s
tourism conditions have improved and the attraction of domestic
and foreign tourists has been enhanced by abundant tourism
resources.

It is observed in Fig. 4 that the annual number of inbound
tourists in Guangzhou increased rapidly from 1998 to 2012. The
growth rate was higher than in Beijing and the nation. From
1997 to 2012, the annual number of inbound tourists in Beijing
increased from 2.298 million to 5.01 million, while tourists in
Guangzhou increased from 7.392 million to 34.894 million; the
average growth rates were 5.33% and 10.90%, respectively. The
annual number of national inbound tourists in the same period
increased from 57.588 million to 138.444 million and the av-
erage growth rate was 4.723%. From 2012 to 2016, the annual
numbers of inbound tourists in provinces and the nation were
steady and consistently high. According to the out-of-sample
forecasting from 2017 to 2020, the inbound tourism markets
in China will continue to grow. In support of national policy,
governments at all levels seize opportunities to vigorously de-
velop mass tourism and promote tourism consumption. China’s
tourism consumption scale has steadily expanded, the structure
has changed rapidly, and the quality has been continuously im-
proved. With stable macroeconomic and social environments, the
demand for national tourism and tourism consumption is contin-
uously increasing, and industrial investment and innovation are
more active. The tourism market has entered a stage of steady
growth.
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Table 11
Experimental results comparison for eight cities.
Anhui ASO-NFTS ARIMA GM SVM Hebei ASO-NFTS ARIMA GM SVM

MAE 0.2519 1.4515 0.8550 0.8545 MAE 0.1198 0.2667 0.2321 0.3123
RMSE 0.3314 1.6269 0.9367 0.9582 RMSE 0.1898 0.3238 0.2574 0.3688
MAPE (%) 7.9874 50.1460 28.5479 29.7219 MAPE (%) 11.0808 32.7907 25.2200 38.5470
TIC 0.0580 0.2183 0.1411 0.1404 TIC 0.1081 0.1562 0.1364 0.1721
VAR 0.0600 0.6751 0.6179 0.2351 VAR 0.0397 0.0586 0.0777 0.0481

Henan ASO-NFTS ARIMA GM SVM Hunan ASO-NFTS ARIMA GM SVM

MAE 0.1680 0.2708 0.3868 0.2811 MAE 0.1569 0.4578 0.3512 1.0345
RMSE 0.2152 0.4557 0.4018 0.3462 RMSE 0.1726 0.4743 0.4041 1.2305
MAPE (%) 11.2485 20.7299 26.2849 21.1050 MAPE (%) 6.7826 20.2129 15.2544 45.2104
TIC 0.0731 0.1407 0.1291 0.1088 TIC 0.0391 0.0944 0.0839 0.2170
VAR 0.0578 0.1679 0.1667 0.0755 VAR 0.0064 0.0192 0.1443 0.5561

Inner Mongolia ASO-NFTS ARIMA GM SVM Shaanxi ASO-NFTS ARIMA GM SVM

MAE 0.1082 0.1192 0.1681 0.5002 MAE 0.3144 0.6505 0.4083 1.7813
RMSE 0.1311 0.1587 0.2072 0.5297 RMSE 0.3468 0.9035 0.5024 1.9287
MAPE (%) 6.3774 7.0672 10.0384 29.9525 MAPE (%) 10.6815 24.1367 13.1630 62.6885
TIC 0.0410 0.0484 0.0597 0.1882 TIC 0.0582 0.1360 0.0835 0.2479
VAR 0.0069 0.0299 0.0252 0.0379 VAR 0.1503 0.4914 0.3149 0.6839

Shanghai ASO-NFTS ARIMA GM SVM Tianjin ASO-NFTS ARIMA GM SVM

MAE 0.61956 0.7854 0.7436 0.8166 MAE 0.0192 0.4199 0.2128 0.5726
RMSE 0.668451 1.0239 0.8139 0.8998 RMSE 0.0258 0.4232 0.2141 0.5793
MAPE (%) 9.418299 12.3288 11.3318 12.7637 MAPE (%) 2.4093 54.5376 27.4198 74.2532
TIC 0.053985 0.0742 0.0596 0.0660 TIC 0.0169 0.2471 0.1214 0.2727
VAR 0.078716 0.5394 0.3393 0.5554 VAR 0.0005 0.2187 0.0007 0.0096

In summary, the overall growth trend for annual number
of inbound tourists continues for individual provinces and the
nation. Some marked decline occurred in 2003, 2008, 2009, and
2013. Along with actual economic and social environments, these
structural breaks are caused by incidental events such as regional
plagues, the international financial environment, and natural dis-
asters. Thus, the handling and response of emergency events is
also crucial for sustained and healthy development of the tourism
industry.

7. Conclusion

Excellent forecasting performance is a prerequisite and foun-
dation of scheduling and management in economic and indus-
trial fields. Some traditional models, such as the autoregres-
sive integrated moving average, artificial neural network, and
regression models meet with theoretical assurance only when
the sample size is large. However, in most actual circumstances,
it is a formidable or impossible task for researchers to collect
complete information and many samples due to limited data.
Thus, forecasting techniques for small sample data should be
considered.

In this study, a novel and effective small sample forecasting
system using ASO-NFTS and ASO-LFTS is proposed to forecast
the annual number of inbound tourists. The proposed models
can be effective for small sample forecasting. The advantages
of this method are: (1) the information optimization technology
including linear information distribution and normal information
diffusion is applied in fuzzy time series that can improve the
recognition ability of the system, effectively identify small sample
information, and further improve the forecasting performance of
the model; (2) the ASO algorithm, which is simple and easily
implemented, is applied to search the optimal ambiguity, interval
number, and diffusion coefficients in information optimization
technology. For fuzzy time series, optimal parameters can greatly
improve forecasting performance.

To verify the effectiveness of our proposed forecasting method,
three cases selected by the FCM algorithm were used to per-

form experiments. The main conclusions are: (1) our proposed
optimized FTS forecasting method (ASO-NFTS and ASO-LFTS) is
superior to basic fuzzy time series models and traditional small
sample forecasting models in most cases. The MAPE of SVM and
ARIMA for forecasting the annual number of national inbound
tourists are slightly lower than ASO-LFTS but much higher for
Beijing and Guangzhou. Thus, the forecasting accuracy of the
proposed system is superior to other methods; (2) comparing
information distribution and information diffusion technology
for information optimization in fuzzy time series, the difference
between the basic fuzzy time series models is small, but the
performance of the ASO-NFTS forecasting system is superior to
the ASO-LFTS for the two optimization FTS forecasting models,
especially in the forecasting accuracy for Guangzhou. Therefore,
for optimization models, information diffusion is more effective
than information distribution; (3) the percentage error and vari-
ance of the forecasting error both indicate better stability in the
proposed methods; (4) three different cases indicate that our
proposed forecasting system adapts well to different data sets;
(5) the no-parameters test and forecasting effectiveness verify the
significant difference between our proposed forecasting method
and traditional small sample forecasting models. Based on the
conclusions drawn from the experimental results, tourism indus-
try forecasting should consider the small sample characteristics
of the time series and excavate as much sample information as
possible to improve data identification ability and forecasting
performance.

Furthermore, based on the compared experiments and tests,
the optimal model is selected for the out-of-sample forecasting.
Based on the actual data and forecasted values of the number of
inbound tourists, the changing trend, growth rate, and structural
breaks of tourism demand in typical cities are analyzed in this
study. According to the analysis, the overall trend of annual
number of inbound tourists is rising except during periods with
incidental events. Thus, the development of the tourism industry
still has tremendous potential and it is important to strengthen
coping strategies and responses for emergency events that can
significantly affect the sustainable development of the tourism
industry.
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